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Abstract

As parallel architectures become larger, interconnects become increasingly hierarchical, resulting in an increasing gap in memory access times. Exactly how application performance will be affected by this gap is unclear. In this paper we study the effect of a gap of orders of magnitude in bandwidth and latency. Our system consists of local Myrinet clusters of Pentium Pros connected by dedicated wide-area ATM links. We use applications with a medium to high level of communication, that have been optimized for such a two-level system. The results show a surprisingly large tolerance to gaps in bandwidth and latency. Four out of six applications achieve adequate speedup for a wide-area latency up to 30–100 millisecond, implying the feasibility of cluster computing up to a distance of 10,000 miles.

1 Introduction

As parallel computer systems become larger, their interconnects will become more hierarchical, resulting in nonuniform latencies and bandwidths. This trend is already visible in NUMA machines and clusters of SMPs, where local memory accesses are typically a factor of 2–10 faster than remote accesses [28, 29]. The performance gap will be much larger in a meta-computer or a computational grid, which are built by interconnecting multiple parallel computers through wide-area networks. In a meta-computer, the wide-area interconnect can be several orders of magnitude slower than the local network. Given the large interest in meta-computing (with projects such as Legion [20], Globus [18], and others [1, 3, 16, 21, 14, 33, 35, 36, 42, 47]) application performance becomes an important topic. This paper studies the following questions:

- Can adequate performance be achieved on a meta-computer for non-trivial parallel applications?
- What is the impact of a large gap in bandwidth and latency between the fast and slow interconnect?

Performance is studied with several nontrivial parallel applications. We have built an experimental testbed using 64 Pentium Pros, a high-speed network (Myrinet) and an ATM network. The testbed can be configured as multiple Myrinet-clusters that are interconnected by ATM links with different latencies and bandwidths. In this way, we can emulate a variety of meta-computer configurations, where the gap between the fast local network (Myrinet) and the wide-area network (ATM) varies from 0 to 3 orders of magnitude. The measurements have been validated using a real wide-area system.

The goal of this study is to gain insight in application performance under a wide range of gaps in latencies and bandwidths. Most meta-computing projects currently use embarrassingly parallel (job-level) applications
that barely communicate. Our study, on the other hand, targets a more challenging set of applications, including medium and fine-grained programs with diverse communication patterns. Furthermore, most existing applications are written for a particular architecture, such as shared or distributed memory. In order to eliminate this bias, and come closer to the inherent limit on speedup of an application, we have carefully hand-optimized each application to take the gap between WAN and LAN speeds into account. Most optimizations are adaptations of well-known ideas to a multi-cluster environment (e.g., cluster caches, message combining, latency hiding). The performance of these optimized programs is discussed and analyzed for bandwidths ranging from 10 to 0.03 MByte/s, and for one-way latencies ranging from 0.1 to 300 milliseconds. For comparison, at application-level, Myrinet has a bandwidth of 50 MByte/s and a one-way latency of 18 µs in our system.

We find that for surprisingly large bandwidth and latency gaps good speedup can be achieved. As a preview, Figure 1 shows the impact of wide area latency and bandwidth, compared to performance of an all-Myrinet cluster. The figure shows the geometric mean speedup of four applications, Barnes-Hut, Water, TSP, and ASP, for 4 clusters of 8 processors, as a percentage of the speedup on a single 32-node Myrinet cluster. For bandwidths as low as 0.1–0.3 MByte/s, and one-way latencies as high as 30–100 ms, multi-cluster speedups of 40–60% of single-cluster speedups can be achieved. This corresponds to a bandwidth gap of around 300, and a latency gap of around 3000. We conclude that in the optimized applications (a) speedup is insensitive to a gap in bandwidth between the local and wide-area network, and (b) speedup is even less sensitive to a gap in latency. On an efficiently routed fiber optics network, 100 ms corresponds to more than 10,000 miles—close to half the circumference of the earth. One implication is that the set of applications that can be run on future large scale, computational-grid like, architectures is larger than assumed so far, and includes medium grain applications.

The rest of the paper is concerned with finding the reason for such a good speedup, and its sensitivity to bandwidth and latency gaps. Section 2 discusses related work. Sections 3 and 4 describe in detail the system and the applications that have been used in this experiment. Section 5 describes the results of our measurements, and analyzes them. Section 6 concludes the paper and discusses implications of this work.

2 Related Work

Other performance evaluations have used either single-tier systems, or multi-tier systems with a qualitatively smaller performance difference. The Splash-2 paper [46] characterizes applications using a simulation of a cache coherent NUMA machine. In NUMAs like the SGI Origin 2000 access times differ typically by a factor of three [26]. In clusters of SMPs differences are up to one order of magnitude. Many groups are extending their software DSM to cover clusters of SMPs. Studies found that achieving high performance may necessitate application rewriting, and that performance can be quite sensitive to variations in the configuration of the machine (such as the number of processors per network interface) [9, 22, 29, 38, 41]. This agrees with our findings. Wide-area systems provide the most challenging environment in terms of latency and bandwidth gaps, but also of fault tolerance and heterogeneity. Meta-computing research focuses on the latter two issues [18, 20]. Because of the high (and non-uniform) latencies, applications are typically embarrassingly parallel. The only other work that we know of that tried medium grain applications on a meta-computer is [6]. They used a set of smaller applications, and did not perform a sensitivity analysis of bandwidth and latency gaps.

Bandwidth and latency sensitivity have been studied in [12, 13, 30]. They focused on sensitivity of communication mechanisms to absolute, single-level, bandwidth and latency, while we target the difference in a multi-tier
system. Related issues are also studied, for example, by [31, 32, 48]. Again, the basic architecture assumptions are based on traditional NUMA access latencies.

This work builds on other research in applications, systems and networking. Compiler research has shown promising results in locality optimizations (see for example [2]), but does not address multi-tier locality. An excellent introduction to algorithms for different physical networking topologies is [27]. Scheduling in heterogeneous networks is discussed in [45]. The multi-level optimizations that we perform build on work in single-level communication patterns that are also used in, for example, [7, 25]. Studies devoted to restructuring applications and communication patterns are [22, 40]. High performance computing recognizes the importance of high level communication patterns. See, for example, BSP [43] and MPI [17]. In ccNUMAs, communication is multi-level by default [28, 39], in contrast to explicit use in our multi-tier optimizations.

3 Experimental Setup

This section describes the system with which we perform our experiments.

We use an experimental cluster-of-clusters system that consists of four local clusters of 200 MHz/64 MByte Pentium Pro machines connected by Myrinet [11], using LANai 4.1 interfaces. The peak bandwidth of Myrinet is 2.4 Gbit/s, and one-way host-to-host latency is at least 5 μs. In our system, application-level bandwidth is 50 MByte/s, one-way latency is 18 μs. The clusters are located at four universities in the Netherlands, which are at most 50 miles apart (it is a small country). They are connected via dedicated gateway machines over ATM by 6 Mbit/s Permanent Virtual Circuits (application-level bandwidth is 0.55 MByte/s over TCP). The round trip latency is 2.5–3 ms between the universities that are the furthest apart, which corresponds to a third of the speed of light through fiber. Three sites have 24 compute nodes each, one site has 64. The wide-area network is fully connected, the local area networks are hypercubes. The operating system is BSD/OS version 3 from BSDI.

There are three distinctive features about the system that make it an interesting research vehicle. First, it has a high speed local area network, with a throughput that is comparable to modern SMP and hardware DSM speeds, and a latency that is one order of magnitude worse than typical SMP speeds. Second, the wide-area network has predictable performance, making it well suited for benchmarks, unlike the traditional Internet. The wide-area bandwidth is higher than what most current Internet links offer, but future networks will provide even higher, Gigabit/s, bandwidths. Third, there is a large difference in bandwidth and latency between the layers of the interconnect, providing the basis for this research. Another important issue is that the system is homogeneous, making it well suited for isolating individual communication aspects (if unsuited for modeling "real life" behavior of heterogeneous meta-computing systems).

The goal of this paper is to gain insight into the effect of the interconnect on application behavior using realistic hard and software. The wide-area ATM links have a fixed latency and bandwidth. To allow for experimentation with different speeds, 8 local ATM links have been installed in the 64 processor cluster, using the same hardware as in the real wide-area system (ForeRunner PCA-200E ATM boards). The latency and bandwidth of the ATM links can be varied by delay loops in the cluster gateway machine. Except for the local ATM links this experimentation system is identical to the real wide-area system; the same binaries are run in both setups, and except for the delay loops, there are no simulated parts. When the delay loops are set to the wide area latency and bandwidth, run times differ on average by 3.6% for our applications. All measurements presented in this paper have been performed on the dedicated experimentation system using the local ATM links.

The system can be programmed through different libraries and languages, from message passing libraries such as MPI and Panda [4] to parallel languages such as Orca [4] and CRL [23]. The Panda messaging layer has been adapted to support communication over both Myrinet (using Illinois Fast Messages [34]) and ATM (using BSD’s TCP/IP). Panda hides the multiplexing/de-multiplexing details, allowing the programmer to communicate locally or remotely with the same primitives; the logical destination address determines whether communication will go to a remote cluster. The system exposes the wide-area/local area topology explicitly. On top of the messaging layer the Orca system runs, an efficient, entry consistent [8], parallel language that has been extended to allow inquiries.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>31.2</td>
<td>7.8</td>
<td>3.8</td>
<td>9.1</td>
</tr>
<tr>
<td>Barnes</td>
<td>27.2</td>
<td>7.1</td>
<td>17.8</td>
<td>1.8</td>
</tr>
<tr>
<td>TSP</td>
<td>31.1</td>
<td>7.9</td>
<td>0.48</td>
<td>5.9</td>
</tr>
<tr>
<td>Awari</td>
<td>7.8</td>
<td>4.6</td>
<td>4.1</td>
<td>2.3</td>
</tr>
<tr>
<td>FFT</td>
<td>26.7</td>
<td>5.3</td>
<td>128.0</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 1: Single Cluster Speedup on 8 and 32 processors

4 Applications

This section provides a summary of the applications that are run, the optimizations that were applied to these applications, and a characterization of their communication behavior on a single Myrinet cluster. The applications have diverse communication patterns. More details about the applications can be found elsewhere [4, 5, 46]. Table 1 summarizes the behavior of the applications on a single Myrinet cluster. For all our applications larger problems give better speedups. We use relatively small problem sizes in order to get medium grain communication, so that the speedup measurements show interesting behavior.

Medium grain is defined here as a total communication volume of at least 100 KByte/s on a single level cluster of 32 processors. All applications and problem sizes run with a good efficiency on a single Myrinet cluster. Because of the good performance of the other applications, we also included FFT in the test set. This application has high communication requirements that could not be optimized for the multi-cluster, providing a way to explore the limits of our parameter space.

**Water**

The Water program is based on the “n-squared” Water application from the Splash suite [46], rewritten for distributed memory [37]. Related distributed memory optimizations are described by [22]. We report on experiments with a medium sized input set of 1500 particles. The serial speed of the distributed memory program is about ten percent better than the original Splash code.

This version suffers a severe performance degradation on multiple clusters. A form of application-level cluster caching is used for better performance. The problem is the exchange of molecule data. With the original program, the data for a given molecule are transferred many times over the same WAN link, since multiple processors in a cluster need the same data item. In the optimized program, for every processor \( P \) in a remote cluster, one of the processors in the local cluster is designated as the local coordinator for \( P \). If a process needs the molecule data of processor \( P \), it does an intra-cluster RPC to its local coordinator, which gets the data over the WAN, forwards it to the requester, and caches it locally. When other processors in the cluster ask for the same data, they are sent the cached copy. A similar optimization is used at the end of the iteration. All updates are first sent to the local coordinator, which does a reduction operation (addition) on the data and transfers only the result over the WAN. Table 2 lists the performance impact of the optimization on a 4-cluster system.

**Barnes-Hut**

Barnes-Hut is an \( O(n \log n) \) N-body simulation. The version of the Splash-2 suite has a fine coherence unit which causes inefficiencies on coarse grain hardware [4, 22]. In this experiment a new distributed memory code by Blackston and Suel [10] has been used. Instead of finding out at runtime which nodes and bodies are needed to compute an interaction, this code precomputes where nodes and bodies are needed, and sends them in one collective communication phase at the start of each iteration. Stalls are thus eliminated from the computation phase [10]. Related improvements for Barnes-Hut codes for distributed memory have been reported by [19, 22, 44]. Using the same input problem, the serial program runs slightly faster than the Splash code (while still computing the exact same answer). We used a moderate sized input set of 64K particles. The program is written for the BSP communication library [43] in C, with calls to the wide-area/local area messaging layer. It is further optimized with message combining at the BSP and cluster level and overlaps communication with computation to further reduce the impact of wide-area communication.

**ASP**

The All-pairs Shortest Path program is a parallel version of the classic Floyd-Warshall algorithm [15]. It uses a relatively small replicated distance matrix of 1500 by 1500 entries. Each processor iterates over rows in the distance matrix, and broadcasts result rows as they are computed. These have to be received in-order by the other
processors before they can compute their rows. A designated node issues sequence numbers to achieve this ordering. On the wide-area cluster an optimization is performed by taking advantage of the predictable nature of the broadcasts: since the algorithm computes the rows in the matrix in sequence, all sends first originate from the processors in a single cluster. The optimization is to migrate the sequencer to a processor in the cluster of the sending processor. In this way, the sequencer only migrates 3 times with 4 clusters, and senders will get a sequence number quickly, allowing them to continue computing, while in the mean time their rows will get delivered to the other clusters asynchronously.

**TSP** The Traveling Salesperson Problem computes the length of the shortest path along \( n \) cities, by enumerating the number of possible paths. The program, originally written in Orca, uses a centralized job queue which is filled with partial paths, from which workers get jobs. A small 16 city problem is used as input; jobs consist of a partial tour of 6 cities, creating small jobs and a fine communication grain, as the high communication volume in Table 1 shows. Deterministic runs are ensured by using a fixed cutoff bound [4].

Even though the program communicates infrequently on a single-tier cluster, its centralized job queue causes too much wide-area traffic on a multi-tier cluster to achieve good performance. The wide-area optimization is to replicate the queue, by giving each cluster its own queue, and to perform work stealing among the cluster queues to achieve a good load balance. The work stealing mechanism communicates infrequently. Wide-area traffic is solely influenced by the number of clusters, not by the number of processors per cluster.

**Awari** Awari, or more precisely retrograde analysis, is a symbolic application that computes end game databases, of importance for programs playing games such as checkers. It is based on backwards reasoning and bottom-up search. The program, written in Orca, sends many small, asynchronous, packets of work to other processors [5]. These messages are combined into larger messages for performance reasons. Here we compute a relatively small 9 stone database for the African board game Awari, whose speedup on the single cluster is mediocre. The communication pattern of Awari is random asynchronous point to point messages. The optimization uses message combining at the cluster level, with cross cluster messages first being assembled at a designated local processor, then sent in batch over the wide-area link, and subsequently being distributed by a designated processor at the other cluster to the final destinations. Here wide-area communication is structurally the same as the original pattern, though messages are larger and less frequent. Messages represent work for the other processors. The computation proceeds in phases, and increasing message combining increases load imbalance, since processors are starved of work at the end of a phase.

**FFT** The FFT application computes a one dimensional Fast Fourier transform, using the transpose algorithm [24]. The program is a rewrite of the Splash-2 code for distributed memory, and achieves an excellent speedup on a single Myrinet cluster. The communication part of this program is very simple: it performs three transposes, interspersed by parallel FFTs. No multi-tier optimization for the transposes has been found. 1D FFT is well known for its high communication volume. It is especially ill-suited for a system with long latencies and low bandwidths, such as a wide-area network. The purpose of this work, however, is to gain insight in the limits of multi-layer wide-area systems, and 1D FFT fits this purpose. Due to Orca’s pointer-less array handling the serial code runs about 80 percent more slowly than the original C code. (Speedup is not inflated, however, since a C version of the same rewritten algorithm using the CRL DSM achieved the same single-cluster speedup.) The problem size is \( 2^{20} \) complex floating point numbers, the largest that could fit in memory, which still takes only a few seconds to run.

Despite the small input problems, all applications except Awari perform well on a single Myrinet cluster (Table 1). Table 2 compares speedup (relative to a single processor) of the optimized and the unoptimized versions, for a bandwidth of 1 Mbyte/s, a wide-area latency of 3 ms, and 4 clusters of 8 processors each.

For the Barnes-Hut application, the “original” version is the Blackston and Suel code run without our own latency hiding optimizations (e.g., message combining at the BSP and cluster level).

## 5 Results

The goal of this work is charting the sensitivity of application performance to gaps in bandwidth and latency—
Table 2: Optimized versus Unoptimized Speedup

<table>
<thead>
<tr>
<th>Program</th>
<th>Optimized</th>
<th>Original</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>27.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Barnes-Hut</td>
<td>19.3</td>
<td>0.12</td>
</tr>
<tr>
<td>TSP</td>
<td>20.0</td>
<td>5.95</td>
</tr>
<tr>
<td>ASP</td>
<td>24.0</td>
<td>6.37</td>
</tr>
<tr>
<td>Awari</td>
<td>1.57</td>
<td>0.94</td>
</tr>
<tr>
<td>FFT</td>
<td></td>
<td>1.16</td>
</tr>
</tbody>
</table>

The effort invested in restructuring the applications is but a means to achieve this goal. This section discusses the performance measurements.

The speedup of a multi-cluster machine is bounded from above by the speedup of a single-cluster machine with the same number of processors, and the same execution schedule. (To put this differently, when some of the fast Myrinet links of the interconnect are changed into slow wide-area ATM links, our parallel applications will run more slowly.) For multi-cluster runs the wide-area bandwidth and latency are limited by our local OC-3 ATM link of 155 Mbit/s—at application level, over TCP, this comes to about 10 MByte/s and 0.1 ms, substantially worse than the Myrinet speeds of the corresponding single-cluster setup. Speedups are shown relative to the all-Myrinet upper bound.

5.1 Relative Speedup

Figure 2 shows speedup graphs for the six applications, for 4 clusters of 8 processors. Speedup is shown relative to the speedup of the 32 processor all-Myrinet cluster, for different wide-area bandwidths and latencies. It is computed as \( \frac{T_L}{T_M} \) where \( T_L \) is the run time of the single cluster and \( T_M \) is the run time of the multi-cluster. The wide-area ATM links run TCP, whose occasional retransmissions cause small perturbations in run time for bursty communication in Barnes-Hut and FFT (as it does in the real wide area system). Startup phases are omitted from time and traffic measurements. Myrinet bandwidth is constant at 50 MByte/s; latency is constant at 18 \( \mu \)s. ATM bandwidth is shown along the x-axis for 10, 3, 1, 0.3, 0.1, and 0.03 MByte/s. ATM latency is measured at 0.1, 0.3, 1, 3, 10, 30, 100, and 300 ms. To avoid clutter in the graphs, some latency lines are omitted. All latencies are one-way.

The general shape of the graphs is as can be expected: higher bandwidths and lower latencies improve performance, and multi-cluster (ATM) performance is lower than single-cluster Myrinet performance. For high bandwidth/low latency combinations performance for four applications, Barnes-Hut, Water, ASP, and TSP, is very good. For wide-area latencies of 0.1–3 ms and bandwidths of 0.3–10 MByte/s multi-cluster speedup is well above 50% of single-cluster speedup. For bandwidths better than 1 MByte/s speedup reaches 60% for 30 ms latency, and about 40% for 100 ms latency. (In ATM, communication can be overlapped with computation. Performance drops sharply at 1 MByte/s, since at that point the network becomes saturated.) For extreme bandwidths and latencies (30 KByte/s bandwidth or 300 ms latency) relative speedup drops below 25%, which corresponds to the performance of a single Myrinet cluster of 8 processors. Thus, for these bandwidths and latencies, using extra clusters actually slows down the computation.

Performance for Awari and FFT is significantly lower. For Awari 40% speedup is achieved for bandwidths better than 1.0 MByte/s and latencies better than 0.3 ms. For FFT the 25% point is not even reached. FFT at last shows the performance that one would expect when some of the links are slowed down by an order of magnitude. The reason for the bad performance of Awari and FFT is that these applications have a higher level of wide-area communication. In Awari the multi-level optimizations are less effective because too much cluster combining introduces load imbalance; in FFT no optimization has been implemented.

To summarize, for Barnes-Hut, Water, ASP, and TSP, reasonable speedups start at a bandwidth of 0.1–0.3 MByte/s and a latency of 30–100 ms. Given a Myrinet bandwidth of 50 MByte/s and a latency of 18 \( \mu \)s, this corresponds to a local area/wide-area performance gap of 167–500 for bandwidth and 1667–5556 for latency, depending on whether 40% or 60% of single-cluster speedup is desired. Thus, the applications allow a significantly larger gap for latency than for bandwidth.

In addition to the sensitivity to bandwidth and latency gaps, we have also performed experiments with different cluster structures. (This is a straightforward effect, and graphs are omitted for reasons of space.) Performance increases as there are more, smaller, clusters: a setup of 8 clusters of 4 processors outperforms 4 clusters of 8 processors. This may seem counter-intuitive, since replacing fast links with slow links ought to reduce performance. However, performance is limited by wide-area bandwidth, and our wide-area network is fully connected: in the multi-
cluster, bisection bandwidth actually increases as more slow links are added, despite the loss of fast links. This effect can be traced back to simple bandwidth sensitivity: speedup decreases as more processors compete for the same wide-area links.

In a larger system it is likely that the topology is less perfect. This effect will then diminish, and disappear in star, ring, or bus topologies. Future topologies will in practice be somewhere in between the worst case of a star or ring and the best case of a fully connected network.

5.2 Wide-Area Communication

This subsection analyzes the wide-area traffic in more detail, to complement the speedup picture. The left graph in Figure 3 summarizes wide-area traffic of the applications. It shows data volumes in MByte/s per cluster and numbers of messages per second per cluster (for 3 MByte/s bandwidth per link and 0.3 ms latency, and 4 clusters of 8 processors, a configuration with 12 wide-area links in total). TSP can be found in the origin of the graph; it has extremely low wide-area communication, a few tens of KByte/s and few messages per second. FFT has a high communication volume of more than 3 MByte/s (note that the bandwidth limit in this case is 9 MByte/s per cluster, since with 4 clusters there are 3 links of 3 MByte/s out of each cluster). Awari can be found at the other end of the graph, with a high number of messages over the WAN (more than 4000 per second per cluster). Barnes-Hut, Water and ASP have a modest level of wide area traffic, less than 1000 messages per second and less than 0.5 MByte/s per cluster.

Performance is influenced strongly by intercluster traffic (high traffic applications have a low speedup and vice versa). The speed of the interconnect influences communication and synchronization overhead of the programs.
The middle graph in Figure 3 shows the percentage of runtime that is spent on communication over the wide-area interconnect, relative to bandwidth, for 4 clusters of size 8 (one-way latency is set at 3 ms). The right graph in Figure 3 shows the wide-area communication time of the interconnect relative to latency (bandwidth is set at 3 MByte/s). The communication time percentage is computed as \( \frac{T_{M} - T_{L}}{T_{M}} \times 100 \), or the difference between multi-cluster run time and single cluster run time as a percentage of multi-cluster run time.

In both the bandwidth and the latency graph communication time for FFT is close to 100%, indicating that run time is almost completely dominated by communication. Awari is a close second, although at latencies lower than 10 ms communication time drops sharply (at 3 MByte/s). For Barnes-Hut, Water, ASP and TSP communication time is significantly less at high bandwidth and low latency.

These graphs show which applications are dominated by synchronous communication, and which by asynchronous communication. Purely asynchronous communication is limited by bandwidth (if we disregard startup time). Purely synchronous communication (i.e., a null-RPC) is limited by latency. Purely asynchronous communication would give a horizontal line in the latency graph (and vice versa). The graphs in Figure 3 show that the actual applications have a mix of both: streaming of asynchronous communication is present, but also request/reply style synchronous communication. (These effects translate for the speedup graphs in Figure 2 to the trivial observation that both lower latency and higher bandwidth give better speedup.)

It is interesting to note the differences among the applications, however. First, FFT is heavily communication bound. Little more can be said about its line, since it is so close to 100%.

Latency: Up to 3 ms Barnes-Hut, Water, and ASP are relatively insensitive to latency; their lines are still rather flat. For longer latencies communication becomes quite sensitive to latency. Apparently, at the 3 ms point the room in the data-dependencies of the programs that hides latency becomes exhausted. TSP’s line stays quite flat up to 100 ms.

Bandwidth: For a bandwidth of 10–3 MByte/s, Barnes-Hut, Water, and ASP are relatively insensitive to bandwidth. TSP is almost completely insensitive to bandwidth; its work-stealing communication pattern comes quite close to the null-RPC. Awari is also quite sensitive to latency, more so than to bandwidth. It sends many relatively short messages, to obtain a good load balance.

The previous subsection comes to the general conclusion that Barnes-Hut, Water, ASP and TSP are more sensitive to the bandwidth gap than to the latency gap (by a factor of 167–500 and 1667–5556, respectively), and that Awari and especially FFT have a significantly lower performance. The bandwidth and latency graphs of Figure 3 show in more detail for each application the nature of its sensitivity to wide-area bandwidth and latency.

The reason for the low level of inter cluster communication of Barnes-Hut, Water, ASP, and TSP is that the multi-cluster optimizations work well. For Awari the optimization has limited effectiveness, and for FFT no optimiza-
tion was found. The communication patterns of Awari and FFT are quite simple (asynchronous point-to-point messages and personalized all-to-all), leaving little room for optimizations.

In Barnes-Hut, Water, ASP, and TSP, the single-tier communication patterns have a medium communication load; when, in the single-level situation the capacity of all links is the same, one need not distinguish between communication loads over different links. All communication is lumped together and described as “medium grain.” In the two-tier case it pays to be more careful and to look for ways to reduce communication over certain links, creating a (clustered) multi-level communication pattern, to reduce the communication load over the slow links. Calling such a communication pattern “medium grain” is a simplification.

6 Conclusions

We have analyzed the performance of applications with a non-trivial communication load on a cluster of clusters, focusing on the effect of large gaps in bandwidth and latency between the slow and the fast part of the interconnect. The main conclusion is that performance is remarkably high for a bandwidth gap up to a factor of 167–500, and a latency gap up to a factor of 1667–5556. The fact that performance is even less sensitive to latency than to bandwidth gaps is fortunate since in the future bandwidth is expected to improve more than latency. The tolerance to latency is remarkable. Our situation is different from others in that we have a multi-tier system. Most of the links in the interconnect are still fast Myrinet links, and the load over the (few) slow links has been reduced by optimizations. The surprisingly large opportunity for creating clustered communication out of flat communication patterns is the reason for the large tolerance to different latencies in the interconnect.

This work has important implications for related fields. First of all, meta-computing has largely been targeted towards embarrassingly parallel applications. The set of applications that can be run efficiently on a meta-computer is larger than expected (although meta-computers suffer from additional overheads due to non-dedicated wide area links and heterogeneous hardware, whereas our system is homogeneous). Second, the large tolerance to latency gaps suggests ample room for multi-tier prefetching. Third, it implies the feasibility of scaling up current hardware and software DSM designs to longer interconnects with longer latencies. Finding an effective long latency cache coherence protocol, however, is a challenging problem. Another, less general, approach is to embed multi-tier optimizations in a high level communication library such as BSP or the collective communication primitives of MPI.

Future systems will have deeper hierarchical interconnects than today. This paper has given a preview of how good performance can be obtained on such systems.
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