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Abstract

A game tree algorithm is an algorithm computing the minimax value of the root of a game tree. Two well-known game tree search algorithms are alpha-beta and SSS*. We show a relation between these two algorithms, that are commonly regarded as being quite different.

Many algorithms use the notion of establishing proofs that the game value lies above or below some boundary value. We show that this amounts to the construction of a solution tree. We discuss the role of solution trees and critical trees [KM75] in the following algorithms: alpha-beta, PVS, SSS-2 and Proof number Search. A general procedure for the construction of a solution tree, based on alpha-beta and Null-Window-Search, is given.
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1 Introduction

In the field of game tree search the alpha-beta algorithm has been in use since the 1950's. It has proven quite successful, mainly due to the good results that have been achieved by programs that use it. No other algorithm has achieved the widespread use in practical applications that alpha-beta has. This does not mean that alpha-beta is the only algorithm for game tree search. Over the years a number of alternatives have been published. Among these are algorithms like PVS [CM83, Pea84], Proof-Number Search [AvdMvdH94], Best-First Minimax Search [Kor93], and SSS* [Sto79]. The last one, SSS*, has sparked quite some research activity. This may have been caused in part by the slightly provocative nature of the title of Stockman's original paper: "A Minimax Algorithm Better than Alpha-Beta?". This title alone has provoked a few reactions in the form of papers by Rozen and Pearl ("Yes and No" [RP83]), and Reinfeld ("A Minimax Algorithm Faster than Alpha-Beta" [Rei94]).

In the present paper we investigate the relation between alpha-beta, PVS, and SSS*. We confine ourselves to the basic algorithms, without enhancements like move-reordering, iterative deepening, or transposition tables (see e.g. [CM83, Sch89, ACH90]).
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Alpha-beta, being a strictly depth-first algorithm, is generally regarded to be quite different in nature from best-first algorithms like SSS*. We will try to show in this paper how these algorithms are related. It turns out that SSS-2, an algorithm equivalent to SSS*, can be considered as a sequence of alpha-beta calls with narrow window.

At the center of our approach are solution trees—a notion that has been used in [Sto79] to prove the correctness of SSS*. By delving deeper into the nature of solution trees, and realizing that alpha-beta and PVS/NWS construct such trees as well, we have come to view solution trees as a unifying basis for alpha-beta and SSS*-like algorithms.

Preliminary Remarks

We assume that the reader is familiar with notions such as minimax, game tree (see e.g., [PdB93]). In this paper we assume a game tree to remain of fixed depth during the search for the best move, in the sense that we do not consider possible search extensions of the game tree. (See [Sch89] for an overview.)

In our figures, squares represent max nodes, circles min nodes. For a game tree $G$ with root $r$, the minimax or game value of a node $n$ is denoted by $f(n)$; the value $f(r)$ is also called the minimax value of $G$, denoted by $f(G)$. In this paper we will not apply negamax-like formulations: values of nodes will be conform the minimax rule, i.e., as seen by player MAX.

The minimax rule is based on the idea, that MAX tries to maximize and MIN tries to minimize the profit of MAX. Therefore, optimal play will proceed along a critical path (or Principal Variation), which is defined as a path from the root to a leaf such that $f(n)$ has the same value for all nodes $n$ on the path. A node on a critical path is called critical.

Overview

We conclude this introduction with an outline of the rest of this paper. In section 2 we will show that in order to get a bound on the minimax value of a game tree, one has to construct a solution tree. A solution tree defining an upper bound is called a max solution tree. Likewise, a min solution tree defines a lower bound. In order to prove subsequently that the game value equals a certain value, say $f$, it is sufficient to find an upper bound and a lower bound with value $f$. In other words, a max and a min solution tree with this value are needed. The union of two such trees is called a critical tree. In section 3 we investigate the notion search tree, i.e., the subtree that consists of all nodes generated at a certain moment during execution of a game tree algorithm. From a search tree, an upper and a lower bound on the game value of a node can be derived. We will investigate the relation between these bounds and the solutions trees embedded in the search tree.

In section 4 we will investigate how alpha-beta constructs a solution tree or, if the game value is determined exactly, a critical tree. In section 5 we show, how the working of PVS [FF80, Pea84] can be explained in terms of solution trees. Here, we use the fact that Null-Window-Search (=alpha-beta with a null window) generates solution trees. In section 6, the SSS*-variant SSS-2 [PdB92], which
also uses solution trees, is discussed. We show that SSS-2 consists of a number
of alpha-beta calls, each with a null window. Finally, in section 7, we explain
Proof-number search [AvdMvdH94] in terms of solution trees. So, viewing game
tree search in terms of solution trees enables us to discover relations between two
algorithms which where hitherto considered to be quite unrelated, viz. alphabeta,
PVS and SSS* [Sto79, PdB90].

2 Solution Trees and Bounds
Solution trees occur in game tree literature mostly in relation to SSS* [Sto79,
Kuma83]. In this section we will show that there exists a relation between solu-
tion trees and bounds on the game value. Further, we use solution trees to define
the notion of minimal or critical tree.

Given a game tree, it generally takes a lot of effort to compute $f(n)$ for a node
$n$. However, establishing an upper or a lower bound to $f(n)$ is a simpler task,
as we will show. In a max node an upper bound is obtained, if an upper bound
to each of the children is available. In that case the maximum of the children's
bounds yields a bound to the father. If at least one child of a min node has an
upper bound, this can also act as a father's upper bound. The above rules can
be applied recursively. In a terminal, the game value is a trivial upper and lower
bound. So, we need a subtree, rooted in $n$, of a particular shape. This subtree is
constructed top-down, choosing all children in a max node and exactly one child
in a min node. Such a subtree of a game tree is a called a max solution tree.
Likewise, a min solution tree can be constructed to achieve a lower bound. We
have the following formal definitions:

A max solution tree $T^+$ is a subtree of game tree $G$ with the properties:
- if an inner max node $n \in G$ is included in $T^+$, then all children
  of $n$ are included in $T^+$;
- if an inner min node $n \in G$ is included in $T^+$, then exactly one
  child is included in $T^+$.

A min solution tree $T^-$ is a subtree of $G$ with the properties:
- if an inner min node $n \in G$ is included in $T^-$, then all children
  of $n$ are included in $T^-$.
- if an inner max node $n \in G$ is included in $T^-$, then exactly one
  child is included in $T^-$. 

Notice, that every leaf of a solution tree is also a leaf in the game tree under
consideration. However, the root of a solution tree is not necessarily the root of
the game tree.

Given a max solution tree $T^+$, we compute an upper bound to $f(n)$ by applying
bottom-up in $T^+$ the aforementioned rules. In fact, we apply the minimax func-
tion to $T^+$. It is easily seen that determining the minimax value of a node $n$ in a
max solution $T^+$ amounts to determining the maximum of the values $f(p)$ for all
Figure 1: Solution Trees

terminals $p$ in $T$ that are descendants of $n$ (see figure 1). Of course, analogous statements hold for a min solution tree.

The minimax function, restricted to a max or min solution tree $T$, is denoted by $g$. Analogous to $f(T)$, $g(T)$ denotes the $g$-value in the root of $T$. So, in a max solution tree $T$ with root $n$, the fact that a max solution tree yields an upper bound, is expressed by the formula $g(n) \geq f(n)$ or alternatively, $g(T) \geq f(n)$. For a min solution tree $T$ with root $n$, we may write $g(n) \leq f(n)$ or $g(T) \leq f(n)$.

**Optimal Solution Trees**

Having proved that a max solution tree delivers an upper bound, we now show that, in any game tree $G$, at least one solution tree has the same minimax value as $G$ has. For instance, when a max solution tree $T$ with the same root as the game tree is constructed, such that in every min node a child with the same $f$-value as the father is chosen, we have $g(n) = f(n)$ in every $n \in T$. (It can be shown that, in order to achieve at the root a $g$-value equal to the $f$-value, other construction methods are available as well.) Since we know that $g(T) \geq f(T)$ for any max solution tree $T$, we come to the following proposition. We also state its counterpart for min solution trees, which was given already by Stockman [Sto79],

> Let a game tree $G$ with root $n$ be given. Then, the minimum of all values $g(T)$ with $T$ a max solution tree rooted in $n$, is equal to $f(G)$. The maximum of all values $g(T)$, $T$ a min solution tree rooted in $n$, is equal to $f(G)$.

This statement will be referred to as Stockman's theorem. A solution tree with $g$-value equal to the game value is called an optimal or critical solution tree.

A max solution tree is a subtree, where in each node MIN's choice is known. Therefore, a max solution tree is also called a strategy of the MIN player, cf.
Figure 2: A Critical Tree with node types, values \((f)\), and bounds \((f^+, f^-)\)

[Kuma83]. Given a strategy of MIN or a max solution tree \(T\), the pay-off attainable for MAX is equal to the greatest game value in the terminals of \(T\). By definition, this value is equal to \(g(T)\). Stockman’s theorem actually states that the game value \(f(G)\), the guaranteed pay-off for MAX, is equal to the smallest value among the values of MIN strategies. Of course this statement has a dual counterpart.

**Critical Tree**

The union of an optimal max and an optimal min solution tree is called a critical tree. Let \(n_0, n_1, \ldots, n_k\) be the nodes on the intersection path of \(T^+\) and \(T^-\) where \(n_0\) denotes the root. In \(T^+\) we have:

\[
f(n_i) \leq g(n_i) \leq g(n_0) = g(T^+), \quad i = 0, 1, \ldots, k;
\]

and in \(T^-\) we have:

\[
f(n_i) \geq g(n_i) \geq g(n_0) = g(T^-), \quad i = 0, 1, \ldots, k.
\]

Since \(g(T^+) = g(T^-) = f(G)\), also \(f(n_i) = f(G)\) for \(i = 0, 1, \ldots, k\). We conclude that the intersection of \(T^+\) and \(T^-\) is a critical path.

Figure 2 is an example of a critical tree. In [KM75] the notion critical tree is introduced as a minimal tree that has to be searched by alpha-beta in order to find the minimax value in a best first game tree. The numbers to the left of the nodes indicate what can be deduced from the tree about the game value of a node. The numbers inside the nodes represent Knuth & Moore’s well known node types. For reasons of brevity we will not repeat their (quite complicated) definition of nodes types. Given our solution tree view of the critical tree, Knuth & Moore’s type 1, type 2 and type 3 nodes can be given another interpretation. Type 1 nodes are in the intersection of the optimal solution trees for the player and its opponent—the critical path. Type 2 nodes are either min nodes of the max solution tree or max nodes of the min solution tree that are not in the critical
path. Type 3 nodes are max nodes in the max solution tree or min nodes in the min solution tree, that are not on the critical path.

3 Search Trees

In all game tree algorithms, the game tree is explored step by step. So, at each moment during execution of a game tree algorithm, a subtree has been visited. This subtree of the game tree is called a search tree [Iba86]. We assume that, as soon as at least one child of a node \( n \) is generated or visited, all other children of \( n \) are also added to the search tree. So, a search tree \( S \) has the property, that for every node \( n \in S \) either all children are included in \( S \) or none.

On a search tree, we want to apply the minimax function tentatively. To that end, we define values in the leaves of \( S \). We distinguish between so-called open and closed leaves in a search tree. A leaf that is not a terminal in the game tree, is always called open. A terminal is called closed or open, according to whether its final game value has been computed or not. Only values that surely are bounds, are chosen as tentative values for leaves in a search tree. This leads to two game trees derived from \( S \), called \( S^+ \) and \( S^- \), with game values \( f^+ \) and \( f^- \) respectively. We define \( f^+(p) = +\infty \) and \( f^-(p) = -\infty \) in every open leaf node \( p \) and \( f^+(p) = f^-(p) = f(p) \) in every closed node. (Recall that the game value \( f(p) \) is known in a closed node \( p \).) In every node \( n \) of a search tree, we have \( f^+(n) \geq f(n) \) and \( f^-(n) \leq f(n) \), because this relation also holds in all children, if any, of \( n \). (In the leaves of \( S \), the relation holds trivially.)

Now, we are going to show that there exists a relation between solution trees in a game tree \( G \) and the values \( f^+(n) \) and \( f^-(n) \) of a node \( n \) in a search tree \( S \) of \( G \).

Since a search tree \( S \) with maximun value \( f^+ \) or \( f^- \) can be viewed as a game tree, Stockman’s theorem can be invoked. This tells us that \( f^+(n) \) is equal to the minimum of all values \( g(T) \) with \( g \) computed in \( S^+ \), \( T \) a max solution tree in \( S \). Two kinds of solution trees are distinguished in \( S \). A solution tree with at least one open leaf in \( S \) is called open, a solution tree with just closed terminals as leaves is called closed. A closed solution tree in \( S \) is also a solution tree in the entire game tree \( G \). We immediately see that \( g(T) \) has a finite value, if and only if \( T \) is closed. Therefore, when applying Stockman’s theorem to \( S \), we only need to take closed max solution trees into account. We conclude that \( f^+(n) \) is equal to the minimum of all values \( g(T) \), \( T \) a max solution tree in \( G \) with root \( n \) and \( T \) is closed (without open terminals) in \( S \). An analogous statement can be given for \( f^-(n) \). There are no tighter bounds for \( f(n) \), since it can be shown [PdB94] that every value between \( f^+(n) \) and \( f^-(n) \) can be made equal to the game value by constructing an appropriate extension of the search tree.

Almost every game algorithm builds a search tree and stops when \( f^+(r) = f^-(r) \) and hence, \( f^+(r) = f^-(r) = f(r) \), with \( r \) the root of the game tree. Due to the relationship, proved in the previous paragraph, between solution trees and \( f^+ \) and \( f^- \), we may say that, on termination, a max and a min solution tree are obtained, which are optimal, i.e., \( g(T^+) = g(T^-) = f(G) \). In the previous section, such a union has been called a critical tree. We conclude that the stop
procedure alpha-beta(n, α, β, v);
    if terminal (n) then $v := f(n)$;
    else if max(n) then
        $v := -\infty$;
        $c := \text{firstchild}(n)$;
        while $v < \beta$ and $c \neq \bot$ do
            alpha-beta(c, α, β, v');
            $v := \max(v, v')$;
            $\alpha := \max(\alpha, v')$;
            $c := \text{nextbrother}(c)$;
    else if min(n) then
        $v := +\infty$;
        $c := \text{firstchild}(n)$;
        while $v > \alpha$ and $c \neq \bot$ do
            alpha-beta(c, α, β, v');
            $v := \min(v, v')$;
            $\beta := \min(\beta, v')$;
            $c := \text{nextbrother}(c)$;

Figure 3: Alpha-Beta

criterion is equivalent to the presence of a critical tree.

4 Alpha-Beta

The standard analysis of the alpha-beta algorithm is performed by Knuth & Moore in [K75]. See figure 3 for the code of alpha-beta. The output value is stored into parameter $v$. In the present paper we will elaborate on Knuth & Moore’s postcondition slightly by adding the notions $f^+(n)$ and $f^-(n)$, the notions that have been defined in the previous section. (This postcondition is derived from the one in [P94]. The accompanying precondition is $\alpha < \beta$)

\[
v \leq \alpha \Rightarrow v = f^+(n) \geq f(n), v \text{ is the value of a max solution tree} \tag{1}
\]

\[
\alpha < v < \beta \Rightarrow v = f(n), v \text{ is the value of a critical tree} \tag{2}
\]

\[
v \geq \beta \Rightarrow v = f^-(n) \leq f(n), v \text{ is the value of a min solution tree} \tag{3}
\]

We will prove these implications, using induction on the height of node $n$. In this proof, we will analyse, how alpha-beta constructs solution trees.

(1). Every subcall to a child $c$ has ended with $v'_c \leq \alpha$. By induction, we have that $v'_c = f^+(c)$ for every $c$. Since $v$, the output value, is equal to maximum of all value $v'_c$, the relation $v = f^+(n)$ holds. Using the theory of section 3, we conclude that $n$ is the root of a max solution tree. We will analyse, how this solution tree is constructed. By induction, every $c$ is the root of a max solution tree $T_c$ with value $v'_c = g(T_c)$. Combining all trees $T_c$ yields a new max solution
tree $T^+$. 

(2). Notice that the while loop has only terminated, when $c = \bot$. Hence, every child has been parameter in a subcall, which has ended with $v' < \beta$. It follows that for every subcall, (1) or (2) applies. Therefore, for every $c$, $f^+(c) = v'_c$ and $c$ is the root of at least a max solution tree $T_c$. Let $c_0$ be the child, whose output parameter $v'_0$ performed the last update to $v$. So $c_0$ is the leftmost child, where $v' = v$ holds. Then it is easily seen that, for the subcall with parameter $c_0$, also (2) applies. By induction, we know that $f(c_0) = v'_0$ and $c_0$ is is the root of a critical tree. Appending this critical tree to $n$ and appending all other max solution trees $T_c$ to $n$ yields a critical tree with root $n$. Since $f(c) \leq f^+(c) = v'_c \leq v_0$ for every $c$ and $f(c_0) = v'_0 = v$, we conclude $v = f(n)$.

(3). Let $c_0$ be the child that was parameter in the last subcall. Then the subcall with parameter $c_0$ has ended with $v'_0 \geq \beta$. Every child $c$, older than $c_0$, has been parameter in a subcall ending with $v'_c < \beta$. It follows that $v = v'_0$. By induction, $v_{c_0} = f^-(c_0)$ and $T_{c_0}$ is a min solution tree with value $v'_{c_0} = v$. This tree, appended to $n$ is the desired solution tree. Since $v'_c < \beta \leq f^-(c_0) = v_{c_0} = v$ for every $c$ older than $c_0$, and $f^-(c) = -\infty$ for every $c$ younger than $c_0$, we conclude $f^-(c_0) = f^-(n) = v$.

In section 5 and 6, the alpha-beta procedure is invoked to construct solution trees, and to establish bounds to the game value.

In many implementations of algorithm, the cut-offs are recorded in the transposition table. So, the transposition table contains in a max node, where case (3), a beta-cut-off occurred, a pointer to the child, causing the cut-off. The proof of (3) actually shows that these pointers generate a min solution tree. Dually, the alpha cut-offs in min nodes give rise to a max solution tree. In case of (1) in a max node, the so called alpha bound is the same as $f^+(n)$ and is the g-value of a max solution tree.

5 PVS

PVS [FF80, CM83, Rei89] and the related algorithm SCOUT [Pea80, Pea84] are two well known algorithms based on the minimal window search [FF80] or bound-test [Pea80] idea.

PVS constructs a critical tree bottom up. At the start it descends via the leftmost successors to the leftmost leaf of the game tree. For the moment it is assumed that the path to this leaf, the principal leaf, is the critical path—the Principal Variation (PV) in PVS terms. (This is true for the tree in figure 2.) Suppose the value of this leaf is $v$. Then the assumption implies that the value of the root equals $v$. This assumption is then tested using a bounding procedure. If the parent of the leaf is a max node, then a proof must be established that no brother of the PV-node has a higher value. (If the parent of the leftmost leaf in the tree is a min node, then the dual procedure has to be performed.) In other words, for every brother a solution tree must be constructed yielding an upper bound on its value, which does not exceed $v$. If this succeeds we have built a critical tree rooted in the parent of the leaf at the end of the PV, proving that its game value is equal to $v$. If this is not possible, because some brother of the leaf
procedure NWS(n, γ, v):
    if terminal(n) then v := f(n);
    else if max(n) then
        v := −∞;
        c := firstchild(n);
        while v < γ and c ≠ ⊥ do
            NWS(c, γ, v');
            v := max(v, v');
            c := nextbrother(c);
    else if min(n) then
        v := +∞;
        c := firstchild(n);
        while v ≥ γ and c ≠ ⊥ do
            NWS(c, γ, v');
            v := min(v, v');
            c := nextbrother(c);

Figure 4: NWS

at the end of the PV has a higher value, the bounding procedure should prove
this by generating a min solution tree defining a lower bound on the value of the
brother that is higher than v, showing that the assumption is incorrect. In that
case the path to this better brother then becomes the new PV-candidate. Since
we have only a bound on its value, the game value of this PV-candidate must be
found by re-searching the node.

Eventually the PV for the parent of the leftmost leaf is found. Its value is proven
by the solution trees that bound the value of the brothers of the principal leaf.
PVS has realized this by constructing a critical subtree for the current level of the
game tree. It then backs up one level along the backbone, to start construction
of a critical tree at a higher level, i.e., for the grandparent of the leftmost leaf in
the game tree. This proceeds until the root has been reached and a critical tree
below the root has finally been constructed.

The overall effect of this is that after termination, a critical path has been con-
structed consisting of the PV-nodes.

Assuming that leaf values are only integers, an upper bound ≤ γ, γ a given
constant, is achieved in PVS, by calling alpha-beta with a narrow window con-
sisting of α = γ − 1 and β = γ. (Dually, for a lower bound, a window with
α = γ, β = γ + 1 is used.) Such an alpha-beta call, which has one window param-
eter γ, will be referred to as Null Windows Search (NWS). For convenience, we
will state the postcondition of NWS, which is the result of trivial substitutions
in implications (1), (2), and (3).

\[ α = γ − 1 \land β = γ \]
\[ v < γ \Rightarrow v = f^+(n) \geq f(n) \]
\[ v \geq \gamma \Rightarrow v = f^-(n) \leq f(n) \]

The code of NWS can be found in figure 4.

6 SSS-2

SSS-2 has been introduced in \[\text{[PdB90]}\] (cf. \[\text{[Pij91, PdB92]}\]) as an attempt to give an easier to understand, recursive description of SSS*. SSS-2 is equivalent to SSS*, in that the same open nodes (called Live nodes in the common SSS* description) are expanded in the same order. Here, expanding a node \( n \) means, that \( n \) gets closed in case \( n \) is a terminal, or its children are generated and added to the search tree. Bhattacharya & Bagchi have introduced another recursive version of SSS*, called RecSSS* \[\text{[BB93]}\]. However, their aim was different, viz. to obtain an efficient data structure implementing SSS*'s OPEN list.

In the current paper, we will present SSS-2 in yet another form. First, we present SSS-2 in a rudimentary form as a sequence of NWS calls. Next, we add a few enhancements to exploit in each call the information gathered in former calls. It turns out that SSS-2 in the original version \[\text{[PdB90]}\] is equivalent to the new version consisting of a sequence of NWS calls.

Our first version of the SSS-2 procedure is the following:

```plaintext
procedure SSS-2(n, v):
    v := +\infty;
    repeat
        \gamma := v;
        NWS(n, \gamma, v);
    until v = \gamma;
```

Similarly to alphabeta and NWS, \( n \) is an input parameter of type node and \( v \) is the output value. It follows from (4), that if \( f(n) \leq \gamma \) on call, then on exit \( f(n) \leq f^+(n) \leq v < \gamma \) or \( f^-(n) = v = \gamma \). (The situation with \( f^-(n) = v > \gamma \) cannot happen). The latter condition terminates the repeat loop. At the start of the first NWS call in SSS-2, we have \( f(n) \leq \gamma = \infty \) trivially. We conclude that the repeat loop has the invariant \( f(n) \leq \gamma \). The condition \( f^-(n) = v = \gamma \) after a NWS call implies, in combination with the invariant \( f(n) \leq \gamma \), that \( v = f(n) \). Therefore, on termination of SSS-2, \( v = f(n) \).

Like alpha-beta, an NWS call generates a search tree. Subsequent calls of NWS might use the information, contained in this tree, in order to avoid useless re-searches in nodes already examined. We saw earlier that for each NWS call in SSS-2 the output value \( v \) is the value of a max solution tree, embedded in the search tree. We will now argue that it is not necessary to preserve the full search tree between two NWS calls, but that this max solution tree suffices. When NWS is running, every nested call uses the same null window as the main call. Suppose such a nested call NWS(\( n, \gamma, v \)) ends with \( v < \gamma \). If \( n \) is a max node, every child has been visited and every subcall has ended with \( v' < \gamma \). If \( n \) is a min node, then \( n \) is the root of a min tree, containing the youngest (rightmost)
child that was visited by a subcall. This subcall also ended with \( v' < \gamma \). Every older child was visited by a subcall, which ended with \( v' \geq \gamma \). Consequently, we can formulate a special property for the solution tree \( T^+ \), generated by a call \( \text{NWS}(n, \gamma, v) \): in every min node \( m \) in \( T^+ \), we have for all older brothers \( b \) that a call \( \text{NWS}(b, \gamma, v) \), yields \( v \geq \gamma \). A formal proof is by induction on the height.

We decide to store \( T^+ \) into a global variable \( T \). The above special property of \( T \) is exploited in each next NWS call. Furthermore, we know that \( g(T^+) = v = \gamma \) at the start of each call.

So we adapt our code of \( \text{NWS}(n, \gamma, v) \) for the calls inside the loop of SSS-2. The transformed code is called \( T\text{-NWS} \). There are a few changes with respect to the original NWS code. In a max node, a call \( \text{NWS}(c, \gamma, v') \) to a child \( c \) that is already the root of max solution tree with \( g \)-value \( \gamma \), would return the same solution tree, as shown in [Bru94]. Therefore, in the new procedure, we don't visit children with \( g(c) \leq \gamma \). Consequently, throughout the solution tree in \( T \), only nodes with \( g \)-value \( = \gamma \) are visited. In a min node \( n \) with single child \( c_0 \), each older brother \( c \) of \( c_0 \) has been parameter in a call \( \text{NWS}(c, \gamma, v') \) (with parameter \( \gamma \) larger than the current \( \gamma \)), which has ended with \( v' \geq \gamma \). Since \( g(n) = \gamma \), the call \( \text{NWS}(n, \gamma, v) \) will end with \( v \leq \gamma \). Therefore, the older brothers of \( c_0 \) can be skipped in the \textit{while} loop traversing the children of \( n \). This statement is related to the observation in [Rein85, Wei92], that older brothers of a node generating a cut-off need not to be examined in subsequent alpha-beta calls. The children \( c \) of \( n \) younger than \( c_0 \) are still open and are subject to a regular NWS call.

If a new solution tree is delivered by a NWS call, the former and the new tree differ, in that the new tree has in a min node a younger child with smaller \( g \)-value than the former does in the same node. This phenomenon makes it possible to update the solution tree 'on the fly'.

The transformed code of \( \text{NWS} \), called \( T\text{-NWS} \), is shown in figure 5. Since the call \( T\text{-NWS}(c_0, \gamma, v) \) with \( c_0 \) the single child of a min node \( n \) ends with \( v \leq \gamma \), the guard of the subsequent \textit{while} loop contains \( v = \gamma \) instead of \( v \geq \gamma \), as was included in the origial NWS code.

The \textit{update} procedure consists of the following actions: a) the subtree with root \( c_0 \) (i.e., \( T_{c_0} \)) is detached from \( T \), b) the solution tree produced by the most recent NWS call, which also aborts the \textit{while} loop, is attached to \( T \) to replace \( T_{c_0} \).

Since NWS is replaced by \( T\text{-NWS} \), whenever parameter \( n \) is included in \( T \), we also need new code of SSS-2. The new code is:

\begin{verbatim}
procedure SSS-2(\( n, v \));
  \( v := \infty \);
  NWS(\( n, \gamma, v \));
  repeat
    \( \gamma := v \);
    T-NWS(\( n, \gamma, v \));
  until \( v = \gamma \);
\end{verbatim}

We assume that, after the first NWS call, the resulting solution tree is stored into the global variable \( T \). The original SSS-2 description comprises two procedures,
procedure T-NWS(n, γ, v);
    if terminal(n) then v := f(n);
    else if max(n) then
        v := -∞;
        c := firstchild(n);
        while v < γ and c ≠ ⊥ do
            if g(c) = γ then T-NWS(c, γ, v') else v' := g(c);
            v := max(v, v');
            c := nextbrother(c);
    else if min(n) then
        c0 := the single of n in T;
        T-NWS(c0, γ, v);
        c := nextbrother(c0);
        while v = γ and c ≠ ⊥ do
            NWS(c, γ, v');
            if v < γ then update(T);
            v := min(v, v');
            c := nextbrother(c);

Figure 5: T-NWS

diminish and expand. Apart from identifiers, their code is completely the same as the current procedures T-NWS and NWS respectively.

Narrower Window searches Surpass Wider Window searches
It is a well known feature that the narrower the α-β-window, the smaller the number of generated nodes [CM83, Pea84]. Therefore, NWS (= alpha-beta with a null-window) surpasses the alpha-beta algorithm. Since T-NWS expands less new nodes than NWS, T-NWS and also every sequence of T-NWS calls surpasses alpha-beta. Here, surpassing is used in the sense of Stockmann’s paper on SSS* [Sto79], where the set of nodes, expanded at least once, is considered. Re-expanding or revisiting actions on such nodes are not taken into account. Since SSS-2 consists of a number of T-NWS calls, this algorithm surpasses alpha-beta. Here, we rediscover a result in [PdB90] extending a weaker result in [Sto79].

7 Proof-number search
Proof-number search is a new algorithm, published only recently in [AvdMvdH94]. A somewhat more elaborated formal explanation can be found in [Allis94]. It is applicable to game trees with outcomes win) and loss, or, equivalently, pay-offs 1 and 0. The original publication is built around the notions proof number and disproof number, which in [Allis94] are defined in terms of the notions proof and disproof set. Here, we will explain the underlying idea in terms of solution trees.

A proof set in a search tree is defined as a set of open leaves, which, if their
game value is to 1, entails that the value of the root equals 1. The dual notion, disproof set, is obtained by taking 0 instead 1. A proof tree in a search tree for a node \( n \) is a min tree \( T^- \) with root \( n \), in which each closed leaf \( p \), if any, satisfies \( f(p) = 1 \). The set of open nodes in a proof tree is a proof set; because a proof tree is able to prove \( n \), i.e., to make \( f(n) = 1 \). This is achieved, when, in a proof tree, each open node \( p \) in a proof tree takes the value \( f(p) = 1 \). In that case, the maximum value of the min solution trees is equal to 1, and consequently, by Stockman’s theorem, \( f(n) = 1 \). Dually a disproof tree is a max tree \( T^+ \) with open and closed nodes, where the closed nodes has \( f \)-value = 0.

The proof number of a proof tree \( T^- \) (notation: \( \text{proof}(T^-) \)) is defined as the number of open nodes in \( T^- \). The proof number a node \( n \), denoted by \( \text{proof}(n) \) is defined as:

\[
\text{proof}(n) = \min \{ \text{proof}(T^-) \mid T^- \text{ a proof tree for } n \}
\]

being the minimum number of open nodes, that must be closed with value 1 to achieve \( f^-(n) = f(n) = 1 \). Dually, we have the disproof number of \( n \), defined as:

\[
\text{disproof}(n) = \min \{ \text{disproof}(T^+) \mid T^+ \text{ a disproof tree for } n \}
\]

We assume that the minimum of an empty set of numbers is \( +\infty \). It is easily seen, if \( n \) is a max node,

\[
\text{proof}(n) = \min \{ \text{proof}(c) \mid c \text{ a child of } n \}
\]

and, if \( n \) is a min node:

\[
\text{proof}(n) = \sum \text{proof}(c), c \text{ a child of } n
\]

Of course, these formulas have dual counterparts for the disproof-function. We have the following key property for a node \( n \)

\[
f^-(n) = 1 \iff \text{proof}(n) = 0 \iff \text{disproof}(n) = \infty \quad (7)
\]

\[
f^+(n) = 0 \iff \text{proof}(n) = \infty \iff \text{disproof}(n) = 0. \quad (8)
\]

We only discuss a). The alternate case is dual.

First, we prove the left equivalence. \( f^+(n) = 1 \) holds iff there exists a min solution tree \( T^- \) such that \( g(T^-) = 1 \), iff there is a min solution tree with solely closed nodes with value 1, iff \( \text{proof}(n) = 0 \).

Now, we prove the right, second, equivalence. The property \( \text{disproof}(n) = \infty \) is a formal way to state that no disproof tree for \( n \) exists. Obviously, in an arbitrary search tree, every max solution tree and every min solution tree have a common path from the root to a leaf. This has an important consequence. If at least one proof tree exists (a min solution tree with value 1 in each leaf), then every max solution tree has a leaf with value 1, and hence, a disproof tree cannot exist.

We conclude that a proof number 0 implies a disproof number \( \infty \). The inverse implication is more complex. The inverse implication says that, if every max tree
has at least one leaf with value 1, then a min solution tree with value = 1 in each leaf can be found. A proof is left out here. The reader is referred to [Bru94] for more details.

In [Allis94] the proof-number search algorithm is described as: as long as the root has proof and disproof number between 0 and \( \infty \), perform an iteration, descending from the root to a leaf of the search tree, choosing in a max node a child with the same proof-value and in a min node a child with the same disproof-value. It is only informally indicated that this leaf has the desired properties, i.e., it is open and both in a minimal proof tree and disproof tree for root \( r \). Using the above observations, we are now able to prove this.

We have the property that each node on the path is in a minimal proof tree and in a minimal disproof tree, and has proof number and disproof number between 0 and \( \infty \). Suppose \( n \) is a node on this path and these properties hold for \( n \). Consider the child \( c \) of \( n \) chosen. Then \( c \) is a child with the same proof number as \( n \), which is a value between 0 and \( \infty \). But the right implication in (7) and (8) shows that also the disproof number of \( c \) is between 0 and \( \infty \). Furthermore, if \( n \) is in the minimal disproof tree of root \( r \) (which is a max solution tree), then \( c \) is also in this minimal disproof tree. By the choice of \( c \) and the definition of proof number, \( c \) is in a minimal proof tree of \( n \) and thus in a minimal proof tree of the root. The fact that the leaf at the end of this path is open, follows from the observation that, if it was closed, it would have value both 0 and 1, being a member of both a proof and a disproof tree.

In each iteration, the leaf selected along the lines above described, is expanded. Subsequently, the proof and disproof numbers are updated bottom-up, using (5) and (6) together with their dual counterparts. The algorithms stops, when the root has either proof-number or disproof number = 0.

8 Conclusions

SSS* and SSS-2 are existing algorithms, built around solution trees. We have elaborated on the role of solution trees in alpha-beta and PVS/NWS. Due to the new insight into the working of alpha-beta and NWS, we were able to establish a clear link between alpha-beta and SSS-2/SSS*: SSS-2 is a sequence of NWS calls. The idea of a sequence of NWS-calls can be applied in several ways. One can formulate several rules for determining the null window, that is to be used in the next iteration. NegaC* search [Wei90, Wei92] is an instance of an algorithm consisting of a sequence of NWS calls. Here, a null window is established in each iteration, in a way, different from SSS-2.

As shown in section 7, solution trees also have to do with Proof-number search. Unlike the original explanation, our description of this algorithm is entirely based on solution trees.
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